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Background

Main Contributions Our Solutions: Token Merging Transformer (TomeFormer) in EVLGen-image and EVLGen-video

	 	 	 	 	 	 	 	 	  

Visualization of Merged Tokens in TomeFormer

✓ For reducing vision redundancy within the vision language 
connector, we adopt Token Merging, initially designed to 
enhance ViT inference speed without training. Concurrently, 
we present a novel temporal token contextualization scheme 
for video modeling. 

✓ Compared with BLIP-2, while requiring just a fraction of the 
computational resources  

✓ We introduce a straightforward spatial attentive temporal 
modeling technique that allows for the seamless adaptation 
of pre-trained image-text models to video tasks.

EVLGen-video: For more spatial redundancy, temporal contextualize can 
pool multiple frames, then add back to each original frame.

Experimental Results 
SimVLM [1]: Training from scratch with 500 TPUs, 1.8B 

image-text pairs.
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CoCa [2]: Training from scratch with 2048 TPUs, billion-
scale data, 5 days.

BLIP-2 [3]: Leveraging the pre-trained ViT and LLM, but still 
requires 10 days on 8x A100.

● EVLGen-image employs a streamlined, single-stage training mechanism with a unified loss.  
● Visual tokens (in grey) are progressively aggregated based on their inherent similarities [4] at each layer of the TomeFormer 

architecture. 
● The final set of merged tokens (in orange) serves as semantically rich but computationally efficient soft prompts, guiding the 

LLM to generate a corresponding caption for the input image.

Comparison of different models’ 
performance on zero-shot 
NoCaps and Flickr30K Captioning.

Comparison of methods on zero-shot VQA and MSCOCO captioning (CIDEr) tasks without additional fine-
tuning. Both BLIP-2 and EVLGen use OPT-2.7b as the LLM decoder. ∗ : BLIP-2 without extensive stage-1 pre-
training will collapse.

Training cost is the challenge!

Pre- and post-training visualization of merged tokens in EVLGen. The visual features 
compressed via token merging exhibit semantic informativeness even prior to training. 
This inherent characteristic facilitates EVLGen’s ability to converge quickly in an end-
to-end training setup.

Comparison of different models’ 
performance on MSR-VTT video 
captioning.

Trade-off between MSCOCO 
captioning scores (depicted in red) 
and GPU training time (depicted in 
blue) as a function of the number of 
tokens merged (r) in TomeFormer.
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