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•Vision-language generative learning: a growth trajectory
• SimVLM

• CoCa

• BLIP-2

Introduction
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500 TPUs, 
1.8 B image-texts

[1]  Wang, Zirui, et al. "SimVLM: Simple Visual Language Model Pretraining with Weak Supervision." ICLR 2022



•Vision-language generative learning: a growth trajectory
• SimVLM

• CoCa

• BLIP-2

Introduction
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2 048 TPUs, 
billion-scale data,

5 days

[2] Yu, Jiahui, et al. "Coca: Contrastive captioners are image-text foundation models." TMLR 2022



•Vision-language generative learning: a growth trajectory
• SimVLM

• CoCa

• BLIP-2

Introduction
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8 A100, 
10 days

[3] Li, Junnan, et al. "Blip-2: Bootstrapping language-image pre-training with frozen image encoders and large 
language models." ICML 2023. 



•Training challenges when connecting vision-language modalities
• SimVLM

• CoCa

• BLIP-2

Introduction
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As pioneers, they try to connect vision-language modalities by 
training from scratch on billion-scale image-text pairs.

Later, BLIP-2 applies existing well-pretrained ViT and LLM, then align 
the two backbones, via a novel connector Q-former.

Training cost is the 
challenge!

① ②
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•A closer look on BLIP-2’s Q-former: demanding an extra stage-1 training

Introduction
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10 days on 8x A100 
GPUs



•Our question: 

how to replace Q-former for further efficiency?

Introduction
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EVLGen: an end-to-end multimodal alignment
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•On images

Token Merging [4] Transformer (TomeFormer) aggregates 
(cosine) similar visual tokens at each layer.

[4] Bolya, Daniel, et al. "Token Merging: Your ViT But Faster." ICLR 2023. 



EVLGen: an end-to-end multimodal alignment
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•On videos

For more spatial redundancy, temporal contextualize can pool multiple frames, then add back to each original frame.



•Summarization of EVLGen:

• how it streamlines the pre-training? 

• Vision data (image, video…) is naturally redundant

• Token-merging reduces learning space

• the single-stage, single-loss training mechanism
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EVLGen: an end-to-end multimodal alignment



•An intuitive case study on token merging
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Experiment



•Overall Performance Comparison (1/2 image)
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Experiment (8× A100-80G)



•Overall Performance Comparison (2/2 image) 
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Experiment



•Overall Performance Comparison (1/1 video) 
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Experiment



•Training time comparison
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Experiment (8× A100-80G)

1/3 to 1/6 of the training 
budget required by BLIP-2!



•How many tokens can be merged?
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Experiment (8× A100-80G)



Thank you
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