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Contributions
➢ An embedding hallucination method for data augmentation for few-shot learning, based on cWGAN [1].

➢ Evaluate Embedding Hallucination on 15 tasks and show that it generally improves over recent fine-tuning methods.

➢ Show the overall superiority of EmbedHalluc when comparing to regularization methods proposed to address the problem of over-fitting 
during fine-tuning of LMs and outperforms a common augmentation method.
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Hallucinated Embedding

Overview of our method

Comparison of conventional fine-tuning and our EmbedHalluc

Comparison of prompt-based fine-tuning and our EmbedHalluc

Training of Hallucinator

Training with “hallucinated”, “augmented” pseudo-embeddings

Training with pseudo-labeled “hallucinated” embeddings.


