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EmbedHalluc: Training of Hallucinator as conditional GAN

We train a Hallucinator (based on conditional GAN), which generates hallucinated-
embeddings that are indistinguishable from real ones.

When learning from a few 
examples, models suffer 
from over-fitting. 



EmbedHalluc: Training of the few-shot learner with the 
augmented pseudo-embeddings

Once we have trained the Hallucinator, the few-shot language model learns from both real 
example-label pairs, as well as the hallucinated embeddings and condition pairs.



EmbedHalluc: Improved results by pseudo-labeled 
hallucinations (label calibration)

Instead of using hallucination and condition pairs as augmented training examples, we use a 
pre-finetuned model to pseudo-label hallucinated embeddings. The language learner then 
learns from hallucination and pseudo-label pairs.



EmbedHalluc: Overview of our method and learning objective



EmbedHalluc: Results on conventional finetuning and 
prompt-based finetuning

Our method can improve conventional finetuning and prompt-based finetuning in 15 few-
shot language tasks.

Conventional fine-tuning Prompt-based method
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