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Conventional finetuning, prompts and demonstrations

Conventional fine 
tuning, classifying at 
hidden states of 
[CLS].

Prompt-based fine 
tuning, predicting the 
best suited missing 
word.

Prompt-based fine tuning with 
demonstrations to help model 
to know what is “great” / 
“terrible”. [1]

[1] Gao et al, Making Pre-trained Language Models Better Few-shot Learners, ACL 2022



Contrastive Learning for Prompt-based Few-shot 
Language Learners

Besides the standard prompt-base MLM loss on label words "great" and "terrible", we introduce a SupCon loss on 
multi-views of input text. The positive pair is sentences (with sampled templates and/or demonstrations) in the 
same class, e.g. sent1 and sent3, or itself with a different template and demonstrations, e.g. sent1 and sent2. The 
negative sentence pair is input sentences (with sampled templates and/or demonstrations) in different classes, 
e.g. sent1 and sent0.



Experimental results

Our framework can improve two different kinds of prompt-based few-shot learning: the one with demonstrations 
(LM-BFF) and the other one without demonstration (PET).



Ablations: different augmentations for multi-views in 
contrastive learning

We show that our method of appending sampled templates and demonstrations which would not hurt the 
semantic and completeness of sentences outperforms augmentations at lexical space.
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