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Conventional finetuning, prompts and demonstrations
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The story is worth reading,
The is an amazing movie,
The class has no attendance,

The story is worth reading,

The story is worth reading

Conventional fine Prompt-based fine Prompt-based fine tuning with
tuning, classifying at tuning, predicting the demonstrations to help model
hidden states of best suited missing to know what is “great” /
[CLS]. word. “terrible”. [1]

[1] Gao et al, Making Pre-trained Language Models Better Few-shot Learners, ACL 2022
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Contrastive Learning for Prompt-based Few-shot
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sent_0

Prof. Ronaldo won Nobel Prize, it is
[MASK]. Superb performance by Messi, it
is great. Kobe passed away, it is terrible.
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The story is not worth reading, @ truly)
[MASK] one. This is an amazing mo\«'ie.@
fruly) great one. The class has no
attendance, (@ truly) terrible one.

The story is not worth reading, T think it is
[MASK] .The flight is comfortable, T think
it is great. I didn’t go to the show, I think it
is terrible.

sent_3 | sent_2 | sent_1

Kobe passed away, all in all [MASK].
Prof. Ronaldo won Nobel Prize, ‘all in all
great. What a chance he missed, all in all
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Besides the standard prompt-base MLM loss on label words "great" and "terrible", we introduce a SupCon loss on
multi-views of input text. The positive pair is sentences (with sampled templates and/or demonstrations) in the
same class, e.g. sentl and sent3, or itself with a different template and demonstrations, e.g. sentl and sent2. The
negative sentence pair is input sentences (with sampled templates and/or demonstrations) in different classes,
e.g. sentl and sent0.
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Experimental results

Task LM-BFF LM-BFF PET PET
+ ours + ours

SST-2 (acc) 89.2(1.3) 90.6(0.1) 884(1.0)0 89.9(0.6)
Subj (acc) 88.6(3.3) 904(1.1) 89.2(15) 90.6(1.6)
SST-5 (acc) 479(0.8) 49.5(1.1) 46.0(09)  48.8(1.2)
CoLA (Matt.) 6.1(5.3) 10.2 (5.8) 3534 5.9 (3.3)
TREC (acc) 82.8(3.1) 833(1.5) 77.8(9.1) 823(4.6)
MNLI (acc) 61.0(2.1) 64.0(2.0) 582(1.1) 58.93.1)
MNLI-mm (acc) 62.5(2.1) 65.5(2.7) 59.8(1.2) 61.0(3.3)
SNLI (acc) 66.9(24) 699(24) 63.1(2.5 65.7(3.9)
QNLI (acc) 60.7(1.7) 66.4(3.5) 61.5(3.3) 63.5(3.7)
QQP (acc) 62.5(2.6) 68.8(3.8) 61.9(3.5) 657 (4.3)
RTE (acc) 64.3(2.7) 65.1(3.5) 60947 65.1(3.5)
MRPC (F1) 75.5(5.2) 782(3.1) 70.6(6.0) 75.7(6.1)
MR (acc) 833(1.4) 858(0.6) 850(0.6) 85.2(0.9)
MPQA (acc) 83.6(1.8) 84.6(1.5) 81.3(26) 81.8(24)
CR (acc) 889(1.0) 89.4(1.0)0 893(1.0) 90.5(0.5)

Our framework can improve two different kinds of prompt-based few-shot learning: the one with demonstrations
(LM-BFF) and the other one without demonstration (PET).
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Ablations: different augmentations for multi-views in
contrastive learning

Task LM-BFF SR RI RS RD EDA ours
SST-2 89.2 90.7 90.8 90.7 90.7 90.5 90.6

Subj 88.6 906 908 91.0 905 89.1 90.4
SST-5 47.9 4777 492 482 479 467 49.5
CoLA 6.1 5.8 6.5 4.9 4.0 39 10.2

TREC 82.8 78.1  80.7 79.0 80.7  80.6 83.3
MNLI 61.0 618 624 610 58.1 589 64.0

-mm 62.5 63.6 648 627 603 609 655
SNLI 66.9 63.1 664 672 652 622  69.9
QNLI 60.7 653 653 674 648 625 6647
QQP 62.5 645 658 680 632 610 688
RTE 64.3 614 614 613 621 611  65.1
MRPC 75.5 776 717 793 787  79.1 7827
MR 83.3 855 855 855 853 856 858
MPQA 83.6 822 844 844 839 828  84.6
CR 88.9 889 882 883 885 871 894

We show that our method of appending sampled templates and demonstrations which would not hurt the
semantic and completeness of sentences outperforms augmentations at lexical space.
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