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Background: Sentence Embedding Learning

Goal: Semantic similar sentences should have “close” embeddings

Solution: Contrastive learning (SimCSE)

Gao T, Yao X, Chen D. Simcse: Simple contrastive learning of 
sentence embeddings[J]. arXiv preprint arXiv:2104.08821, 2021.



Sentence Embedding Models as General Contrastive Learners

Treating SimCSE as a contrastive learner:

• SimCSE basically contrasts test examples under different views

• We propose to learn a more generalized contrastive learner by 
examples from other modalities, e.g., images or audio

• It doesn’t require to aligned (paired) examples



VisualCSE: Learning CSE with Text and Image
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Results of VisualCSE



Results of AudioCSE

Replacing images with audios



Evaluating on other languages

A key advantage of our Non-linguistic CSE is that it does not require 
aligned (paired) examples, allowing us to apply them to different 
languages.



What does additional supervision improve? 

Non-linguistic supervision improves the alignment of sentence 
embeddings.



Discussion and Conclusion

• A novel framework to learn generalized contrastive learners 
from unpair examples to improve sentence embeddings.

• A finding that knowledge transfer between language and 
images/audio could be transferred using “unpaired” examples.


